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We study the dissipative case of the Zakharov system with periodic

boundary conditions in the two-dimensional thin domain. We prove that

this system has a unique strong solution. Our proof is based on the Galerkin

method of approximations.

1. Introduction

In this paper we are interested in the long time behavior of solution of dis-

sipative Zakharov system in the two-dimensional thin domain. This system has

the form8>><
>>:

1

�2
ntt + �nt + �n��

�
n+ jEj2

�
= f

iEt +�E � nE + iE = g

nt(0; x; s) = n1(x; s); n(0; x; s) = n2(x; s); E(0; x; s) = E0(x; s)

; (1)

where E : Rx�Rs�R
+
t ! C and n : Rx�Rs�R

+
t ! R. The complex function E

represents an envelop of the electric �eld, and n is a �uctuation of the ion density

about its equilibrium value. The parameter � is proportional to the ion acoustic

speed. (More precisely see [11]). The damping parameters � > 0,  > 0, the

external forces f(x) and g(x) and parameter � > 0 are given.

We consider (1) in the rectangle domain


" = f(x; s) 2 [0; 1] � [0; "]g ;

where " > 0 is a given parameter. Moreover, we assume the periodic boundary

conditions for n and E. As in [5] and [1] we change the thin variable s !
s

"
.
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Hereafter, our domain 
" will be replaced by the �xed domain 
 = [0; 1]2. Before

rewriting system (1) for a new variable we (as [3] and [9]) introduce a new function

m = nt + Æn, where Æ > 0 is a �xed parameter which will be chosen later. After

this remark we can rewrite our system (1) as

8>>>><
>>>>:

m = nt + Æn

mt + (��2 � Æ)m � Æ
�
��2 � Æ

�
n+ �2A"

�
n+ jEj2

�
� ��2jEj2 = �2f

iEt �A"E � nE + (� + i)E = g

m(0; x; s) = m0(x; s); n(0; x; s) = n0(x; s); E(0; x; s) = E0(x; s)

; (2)

where A" = �I ��" = �I �
�
@2

@x2
+

1

"2
@2

@s2

�
.

Let us remark that A" with periodic boundary conditions is a selfadjoint po-

sitive operator. Therefore we can de�ne a sequence of norms

kukr;" = kAr=2
" uk0;

where kuk0 is a usual L2 norm in

H0
per =

�
u 2 L2

loc

�
R
2
�
; u(x; s) = u(x+ 1; s) = u(x; s+ 1)

	
:

The corresponding inner product in spaces

Hr
per =

�
u(x) 2 Hr

loc

�
R
2
�
; u(x; s) = u(x+ 1; s) = u(x; s+ 1)

	
is de�ned as

(u; v)r;" = (Ar=2
" u;Ar=2

" v)0;

where (u; v)0 is a standard inner product in H0
per (we also note that Hr

per =

D

�
A
r=2
"

�
). As in [9] we also de�ne a product space Er = Hr�1

per �Hr
per �Hr+1

per ;

where Hr+1
per =

�
u(x) + iv(x)ju; v 2 Hr+1

per

	
: We note that every element u(x) 2

Hr
per

�
or u(x) 2 Hr

per

�
can be represented in the form

u(x; s) =

+1X
k;l=�1

uk;l exp f2�i(kx + ls)g ;

where in the real case the Fourier coe�cients uk;l possess the property uk;l =

u�k;�l and

kuk2r =
+1X

k;l=�1

�rk;l juk;lj
2; where �k;l = � + 4�2k2 + 4�2

l2

"2
:
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In the one-dimensional case system (2) was studied by several authors. This

system with Dirichlet boundary conditions and � = 0 was considered by I. Flahaut

[3]. She proved that problem (2) has a strong solution and generates a dissipative

dynamical system wich possesses a weak attractor. This result was improved by

O. Goubet and I. Moise [4], who proved that system (2) with Dirichlet boundary

conditions possesses a compact global attractor. The case of periodic boundary

conditions was considered in [9]. It was proved that in this case system (2) has

a unique solution in the energetic space Es and generates a dissipative dynamical

system. The main result of [9] is the existence of a compact global attractor which

belongs to some Gevrey class. In particular, it means that the elements of the

attractor are analytic functions of the spatial variable.

In this paper we consider Zakharov system on the two-dimensional thin do-

main. The main goal of this work is to prove of the existence and uniqueness of

a global solution of (2). The proof of this fact is based on the Galerkin method

of approximations. The idea of realization of this method is similar to the one

in [3] and [9]. But in comparison with the one-dimensional case we have some

technical di�culties. The source of this di�culties is the absence of Agmon and

Gagliardo�Nirenberg inequalities as in the one-dimensional case. Indeed, in the

case of one spatial variable we have H
1=4
per � L4, but in our case we have only

H
1=2
per � L4. The same situation one can see with L1-norms. These facts imply

that we can not use technic of previous works in the two-dimensional (but not

thin) rectangle domain.

The key argument of our realization of thin domain technique is the fact that

if kuk0 �
C

"�
with some 0 < � < 1, then, taking " small enough, we can obtain

the inequality

kuk4L4 � �kuk21;" +
C

"3�

(see Lemma 1 below). There � is less then some �xed constant, depending on the

parameters of the problem.

The main result of the paper is

Theorem 1. There exist numerical constants �j, j = 1; 4, and there exists "0
such that for any " � "0 if

"1=9�0kgk20 � �1; "1�0kgk21;" � �3; "3�0kgk22;" � �4;

"1=3�0kfk2
�1;" �

��2

�2
; "1�0kfk20 �

��3

�2
; "3�0kfk21;" �

��4

�2
;

(3)
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where "��0 is an any (less then �) power of ", then every initial data from

E2 = f(m;n;E) 2 E2 : "1=3�0kmk2
�1;" � �2; "1�0kmk20 � �3;

"1=3�0knk20 �
�2

�2
; "1�0knk21;" �

�3

�2
;

"1=9�0kEk20 � �1; "1=3�0kEk21;" �
�2

2�2
; "1�0kEk22;" �

�3

2�2
;
o (4)

provides a global solution which belongs to Cb(R
+ ;E2) � the set of the bounded

continuous functions.

We note that in [1, Prop. 2.1] there exist conditions of the type (3) and (4).

The di�culties of our conditions will be discussed later. The technique of thin

domain was applied in [6] for the parabolic equations. The most famous result of

this technique is the existence of global solution for Navier�Stokes equations on

thin 3D domain (see [8]).

As in corollary of Theorem 1, we prove a global existence of the solution of

Zakharov system in the two-dimensional square domain in the case of the small

external forces and the initial data.

2. Existence and uniqueness of the solution

2.1. Functional setting

Let us recall without proof two inequalities for our norms:

kuxk20 +
1

"2
kusk20 � kuk

2
1;" (5)

and

kuxxk20 +
1

"2
kuxsk20 +

1

"4
kussk20 � kuk

2
2;"; (6)

which will be useful for us.

We use the Galerkin method of approximation to prove the existence of the

solution of the Zakharov problem. We take8>><
>>:

mN =
P

"jkj+jlj�"N mNk; l
(t) exp f2�i(kx + ls)g ; mNk; l

= mN
�k;�l

;

nN =
P

"jkj+jlj�"N nk; l(t) exp f2�i(kx+ ls)g ; nNk; l
= nN

�k;�l
;

EN =
P

"jkj+jlj�"N Ek; l(t) exp f2�i(kx + ls)g ;

(7)

Matematicheskaya �zika, analiz, geometriya , 2005, v. 12, No. 2 233



A.S. Shcherbina

and �nd (mN ; nN ; EN ) as a solution of the approximate problem:8>>>>>>><
>>>>>>>:

mN = nNt + ÆnN

mN
t + (��2 � Æ)mN � Æ

�
��2 � Æ

�
nN + �2A"

�
nN + PN jEN j2

�
� ��2PN jEN j2 = �2PNf

iEN
t �A"E

N � PN (nNEN ) + (� + i)EN = PNg

(mN ; nN ; EN )(0; x; s) = (PNm0; PNn0; PNE0)(x; s)

; (8)

where PN is the orthoprojector, de�ned by formula

PNu =
X

"jkj+jlj�"N
uNk; l

(t) exp f2�i(kx + ls)g :

We remark that PN commutes with the operator Ar, so that, in particular

means, PNA
rE = ArPNE. It is obvious that the system (8) is a system of

ordinary di�erential equations. Therefore, by the standard existence theorem, we

obtain that (8) has a unique solution (mN ; nN ; EN ) for t 2 [0; TN ]. It is easy to

see that uniform estimates for the norm of this solution imply that this solution

can be extended to [0;+1) and (mN ; nN ; EN ) 2 L1(R+ ;E2). Taking the limit

N ! 1, we obtain the existence of the solution (m;n;E) of the problem (2) in

L1(R+ ;E2).

2.2. Time uniform a priori estimates

First of all we recall the well-known Sobolev inequality for u 2 H1
per (
) that

will be useful for us:

kuk4L4 � Ckuk20 (kuk0 + kuxk0) (kuk0 + kusk0) :

We will use this inequality as

Lemma 1. Let u 2 H1
per (
) and there exist a constant ~C such that ku(t)k20 �

~C

"�
, where 0 < � � 1. Then for any �xed � inequality "1�� ~C � � implies

kuk4L4 � �kuk21;" +
C( ~C; �)

"3�
: (9)

R e m a r k. Our technic of the proof of a priori estimates is based on the

induction. First of all we prove a priori estimate for kEkL2 . Taking into account

this estimate and Lemma 1, we obtain a new a priori estimate for kmkH�1 , knkL2

and kEkH1 , and etc. Since we can prove uniqueness of the solution of the problem
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(2) only in the space E2 then we have to use Lemma 1 three times. Let us note

that after each using of this Lemma the exponent of
1

"
is multiplied on 3. Since

on the last step we need to have the power of
1

"
being less then 1, we conclude

that in the �rst step it is necessary "1=9�0kEk2
L2 � C. The powers of

1

"
in the

conditions (3) and (4) in the Theorem 1 was appeared by these arguments.

P r o o f. Indeed, taking into account ku(t)k20 � ~C"�� and (5), we obviously

have

kuk4
L4 �

~C

"�
(
~C1=2

"�=2
+ kuxk0)(

~C1=2

"�=2
+ kusk0)

�
�

2
kuk21;" +

�

2
kuxk20 +

~C2

2�"2�
kusk20 +

C( ~C; �)

"3�
� �kuk21;" +

C( ~C; �)

"3�
:

Now we can start to prove a priori estimate for the solution of (8). For the

sake of simplicity in the next formulas we will drop the subscript N .

Proposition 1. If "1=9�0(kE0k20 +
kgk20


) � C0;1 and

"1=3�0(
�2

�
kfk2

�1;" + km0k2�1;" + �2kn0k20 + 2�2kE0k21;") � C1;1

for the suitable constants C0;1 and C1;1, then there exist constant C2;1 such that

for the solution of (8) the following estimate holds:

"1=3�0
�
km(t)k2

�1;" + �2kn(t)k20 + 2�2kE(t)k21;"
�
� C2;1; (10)

where C2;1 does not depend on " and on the number of the Galerkin approximation.

P r o o f. Let us multiply the third equation of (8) by 2E and integrate the

imaginary part of the resulting equation over 
. We have

d

dt
kEk20 + 2kEk20 = 2=(g;E)0: (11)

Taking into account that

2j(g;E)0j � kEk20 +
1


kgk20;
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from the Gronwall lemma we derive that

kEk20 � kE0k20 e
�t +

kgk20


(1� e�t) � kE0k20 e
�t +

kgk20


: (12)

Now we multiply the third equation of (8) by �2Et � 2E and integrate the

real part of the resulting equation over 
:

d

dt

�
kEk21;" � �kEk20 + 2<(g;E)0

	
+ 2

�
kEk21;" � �kEk20 + <(g;E)0

	
+ 2<(nE;Et + E)0 = 0:

(13)

Taking into account that

2<(nE;Et)0 =
d

dt
(n; jEj2)0 � (m; jEj2)0 + Æ(n; jEj2)0;

we rewrite (13) as

d

dt

�
kEk21;" � �kEk20 + 2<(g;E)0 + (n; jEj2)0

	
+ 2

�
kEk21;" � �kEk20

+<(g;E)0 + (n; jEj2)0
	
� (m; jEj2)0 + Æ(n; jEj2)0 = 0:

(14)

Now we multiply the second equation of (8) by 2A�1" m and integrate over 
.

d

dt
(kmk2

�1;" + �2knk20) + 2(��2 � Æ)kmk2
�1;" + 2�2knk20

+ 2Æ(��2 � Æ)(m;n)�1;" + 2�2(jEj2;m)0 � 2��2(jEj2;m)�1;" = 2�2(f;m)�1;":

(15)

Taking into account that

2j(f;m)�1;"j �
kfk2

�1;"

�
+ �kmk2

�1;"

j(n;m)�1;"j � kmk�1;"knk�1;" �
1
p
�
kmk�1;"knk0;

it is easy to prove that if Æ = min

�
��2

5
;
�

2�

�
then (15) implies that

d

dt
(kmk2

�1;" + �2knk20) + Æ(kmk2
�1;" + �2knk20) + 2�2(jEj2;m)0

�
�2

�
kfk2

�1;" + 2��2(jEj2;m)�1;":

(16)

Let us consider the combination 2�2(14) + (16)

d

dt
V1(t) + �V1(t) +

Æ

2
(kmk2

�1;" + �2knk20) + 2�2kEk21;" �
�2

�
kfk2

�1;"

+ 2�2(Æ + )j(jEj2; n)0j+ C
�
j(jEj2;m)�1;"j+ j(g;E)0j+ kEk20

	
= R1(t);

(17)
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where � = min

�
;

Æ

2

�
and

V1(t) = kmk2
�1;" + �2knk20 + 2�2kEk21;" � 2��2kEk20

+ 4�2<(g;E)0 + 2�2(n; jEj2)0:
(18)

Taking into account that

2�2(Æ + )j(jEj2; n)0j �
Æ�2

2
knk20 +

2�2(Æ + )2

Æ
kEk4L4

from Lemma 1 (for � =
Æ

2(Æ + )2
), we deduce

2�2(Æ + )j(jEj2; n)0j �
Æ�2

2
knk20 + �2kEk21;" +

C

"1=3�0
:

Arguing as above, it is easy to obtain

R1(t) �
Æ

2
(kmk2

�1;" + �2knk20) + 2�2kEk21;" +
�2

�
kfk2

�1;" +
C

"1=3�0
: (19)

Substituting this estimate for R1(t) into (17) and using the Gronwall lemma, we

obtain

V1(t) � V1(0)e
��t +

C

"1=3�0
:

Similarly to (19) we derive from (18)

V1(t) �
Æ

2
(kmk2

�1;" + �2knk20) + �2kEk21;" �
C

"1=3�0
:

The last two formulas imply (10).

Proposition 2. If "1=3�0C2;1 � C1;2 for a suitable constant C1;2 and

"1�0(
�2

�
kfk20 + kgk

2
1 + km0k20 + �2kn0k21;" + 2�2kE0k22;") < C2;2

then there exists a constant C2;3 such that for the solution of (8) the following

estimate holds:

"1�0(km(t)k20 + �2kn(t)k21;" + 2�2kE(t)k22;") � C2;3; (20)

and C2;3 does not depend on " and of the number of the Galerkin approximation.
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P r o o f. Let us multiply the third equation in (8) by �2
�
A"Et + A"E

�
,

and then integrate the real part of the result over 
:

d

dt

�
kEk22;" � �kEk21;" + 2<(g;E)1;"

	
+ 2

�
kEk22;" � �kEk21;" + <(g;E)1;"

	
+2<(nE;Et + E)1;" = 0:

(21)

Taking into account that

<(nE;Et)1;" =
d

dt
<(nE;E)1;" �<(mE;E)1;" + (Æ + )<(nE;E)1;"

+�=(nE;E)1;" �=(nPN (nE); E)1;";

we rewrite (21) as

d

dt

�
kEk22;" � �kEk21;" + 2<(g;E)1;" + 2<(nE;E)1;"

	
+ 2

�
kEk22;" � �kEk21;"

+ <(g;E)1;" + <(nE;E)1;"g � 2<(mE;E)1;" � 2=(PN (nE); nA"E)0

� C(j(nE;E)1;"j+ j(g;E)1;"j):
(22)

From the third equation in (8) we can see that

nA"E = inEt � nPN (nE) + (� + i)nE � nPNg:

From this equality we obviously have

2=(PN (nE); nA"E)0 = �2<(PN (nE); nEt + ntE)0 + 2<(PN (nE) �E;m)0

� 2( + Æ)<(PN (nE); nE)0 � 2=(PN (nE); ng)0 = �
d

dt
kPN (nE)k20

+ 2<(PN (nE) �E;m)0 � 2( + Æ)kPN (nE)k20 � 2=(PN (nE); ng)0:

Substituting this relation into (22), we get

d

dt
V2;1(t) + 2V2;1(t)� 2<(mE;E)1;" � R2;1; (23)

where

V2;1(t) = kEk22;" � �kEk21;" + 2<(g;E)1;" + 2<(nE;E)1;" + kPN (nE)k20 (24)

and

R2;1 = j(nE;E)1;"j+ kPN (nE)k20 + kEk
2
1;" + j(PN (nE) �E;m)0j

+ j(PN (nE); ng)0j+ j(g;E)1;"j:
(25)
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Now we take the second equation in (8), multiply it by 2m and integrate

over 
. As usually we can choose Æ = min

�
��2

5
;
�

2�

�
, and then we have

d

dt

�
kmk20 + �2knk21;"

	
+ Æ

�
kmk20 + �2knk21;"

	
+ 2�2

�
m; jEj2

�
1;"

�
�2

�
kfk20 � 2��2(jEj2;m)0:

(26)

Taking the combination (26) + 2�2(23) and choosing 2� = min fÆ; 2g, we get

d

dt

�
kmk20 + �2knk21;" + 2�2V2;1(t)

	
+ �

�
kmk20 + �2knk21;" + 2�2V2;1(t)

	
+

Æ

2
kmk20 +

Æ�2

2
knk21;" + 2�2kEk22;" � 2�2

�
2<(mE;E)1;" �

�
m; jEj2

�
1;"

�
+
�2

�
kfk20 + 2��2(jEj2;m)0 + C4R2;1(t):

(27)

Now, using the Cauchy inequality, (5) and (10), we start to estimate the

right-hand side of the last inequality as���2<(mE;E)1;" �
�
m; jEj2

�
1;"

��� � ��2<(mE;E)1;" � 2<
�
m; �EA"E

�
0

��
+ 2

���m; jExj2
�
0

��+ 2

"2

���m; jEsj2
�
0

��+ �
���m; jEj2

�
0

��
� 2kmk0

�
kExk2L4 +

1

"2
kEsk2L4

�
+ �kmk0kEk2L4

�
Æ

6�2
kmk20 +

6�2

Æ

�
kExk4L4 +

1

"4
kEsk4L4

�
+

C

"2=3�0
:

Taking into account Lemma 1 for u =
1

"
Es and u = Ex, we obtain

���2<(mE;E)1;" �
�
m; jEj2

�
1;"

��� � Æ

6�2
kmk20 +



3
kEk22;" +

C

"1�0
:

In the same way

��(jEj2;m)0
�� � kmk0kEk2L4 � Ckmk0kEk21;" �

Æ

6��2
kmk20 +

C

"2=3�0
;

j(nE;E)1;"j � kEk2;"knEk0 � kEk2;"knkL4kEkL4

�
2�2

3C4
kEk22;" +

Æ�2

8C4
knk21;" +

C

"1�0
;

kPN (nE)k20 � knk
2
L4kEk2L4 �

Æ�2

8C4
knk21;" +

C

"1�0
:

Matematicheskaya �zika, analiz, geometriya , 2005, v. 12, No. 2 239



A.S. Shcherbina

And �nally

j(PN (nE) �E;m)0j � kmk0knkL4kEk2
L8 �

Æ

3C4

kmk20 +
Æ�2

8C4

knk21;" +
C

"1�0

j(PN (nE); ng)0j+ j(g;E)1;"j � kgk0kEk2;" + kgkL4kEkL4knk2
L4

�
Æ�2

8C4
knk21;" +

2�2

3C4
kEk22;" +

C

"1�0
:

Then we rewrite (27) as

d

dt

�
kmk20 + �2knk21;" + 2�2V2;1(t)

	
+ �

�
kmk20 + �2knk21;" + 2�2V2;1(t)

	
+

Æ

2
kmk20 +

Æ�2

2
knk21;" + 2�2kEk22;"

�
Æ

2
kmk20 +

Æ�2

2
knk21;" + 2�2kEk22;" +

C

"1�0
:

As in Proposition 1 from the Gronwall lemma we get

1

2

�
kmk20 + �2knk21;" + 2�2kEk22;"

�
� kmk20 + �2knk21;" + 2�2V2;1(t) �

C2;2

"1�0
:

Proposition 3. If "1�0C2;3 � C3 for a suitable constant C3 and

"3�0(
�2

�
kfk21;" + kgk

2
2;") < C

then for the solutions of (8) we get

km(t)k21;" + �2kn(t)k22;" + 2�2kE(t)k23;" �
C

"3�0
+ C0e

��t; (28)

where C0 depends on initial data and C and C0 does not depend on ", and on the

number of the Galerkin approximation.

P r o o f. The proof of this proposition is very similar to the proof of the

previous ones. But in this proof we can use the fact that in two-dimensional case

H2 is an algebra and H3=2 � L1. In particular,

kukL1 � Ckuk1=21;" kuk
1=2
2;" : (29)

As in the previous propositions it is easy to obtain that

d

dt
V3(t) + �V3(t) +

Æ

2
kmk21;" +

Æ�2

2
knk22;" + 2�2kEk23;"

� 4�2=(nA"E;E)2;" + 2�2
�
2<(mE;E)2;" � (jEj2;m)2;"

	
+ C5R3(t);

(30)
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where
V3(t) = kmk21;" + �2knk22;" + 2�2kEk23;" � 2��2kEk22;"

+4�2<(g;E)2;" + 4�2<(nE;E)2;"
(31)

and

R3(t) =
�2kfk21;"

�
+ kEk22;" + j(jEj

2;m)1;"j+ j(g;E)2;"j+ j(nE;E)2;"j

+ j(nPN (nE); E)2;"j+ j(ng;E)2;"j:
(32)

Taking into account (5), (6) and (20), we can estimate the terms in the r.h.s of

(30) as

=(nA"E;A"E)1;" � j(nxA"E;A"Ex)0j+
1

"2
j(nsA"E;A"Es)0j

� kEk3;"knxkL4kA"EkL4 +
1

"
kEk3;"knskL4kA"EkL4 :

From Lemma 1 for u = A"E, u = nx and u =
1

"
ns it follows

=(nA"E;A"E)1;" �


6
kEk23;" +

Æ

24
knk22;" +

C

"3�0
:

For the same reason��2<(mE;E)2;" � (jEj2;m)2;"
�� � CkmkL4kEk3;"kEk2;" + Ckmk0kA"Ek2L4

�
Æ

2C5

kmk21;" +
2�2

3C5

kEk23;" +
C

"3�0
:

We remark that in the above estimate A2
"jEj2 consists from a lot of di�erent

terms. But we can divide them into three groups. The �rst group consists from

EA2
"E + EA2

"E. This terms are canceled. The second group consists from the

terms which contain the three spatial derivatives on E and one on E or vice versa

are estimated by kmkL4kEk3;"kEk2;". The last group consists from all the rest

terms and are estimated by kmk0kA"Ek2L4 . Then, using Lemma 1 for u = A"E,

we obtain the above estimate.

Taking into account that H1 � L8, we obtain

j(nPN (nE); E)2;"j � 2
�
knxkL4 + 1

"
knskL4

�
knkL8kEkL8kEk3;"

+
�
kExkL4 + 1

"
kEskL4

�
knk2

L8kEk3;" �
2�2

3C5
kEk23;" +

Æ�2

6C5
knk22;" +

C

"3�0
:
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Using the fact that H2(
) is an algebra, we can estimate all another terms in the

r.h.s of (30) can be estimate as

�2kfk21;"
�

+ kEk22;" + j(jEj
2;m)1;"j+ j(g;E)2;"j+ j(nE;E)2;"j+ j(ng;E)2;"j

�
Æ�2

6C5
knk22;" +

C

"3�0
;

and arguing as in Proposition 2, we get Proposition 3.

Taking into account (28), we conclude that the solution of (8) can be extended

on the half-axe [0;+1). Since there is no di�erence between limiting transitions

(as N !1) in our case and the one-dimensional case (see [9]), we omit the proof

of this fact. The continuity of the solution of problem (2) (as in previous works

(see [3] and [9]) indirectly follows from results in [10] and [7] for Sr�odinger and

wave equation correspondently.

2.3. Uniqueness of the solution

We have proved that problem (2) has a strong solution which belongs to

L1(R+ ;E2). Let us prove that this solution is unique. Assume the opposite. Let�
m(1); n(1); E(1)

�
and

�
m(2); n(2); E(2)

�
be two solution of the Zakharov system

in E2. We set m = m(1) � m(2), n = n(1) � n(2) and E = E(1) � E(2). Then

(m;n;E) satis�es the following system:8>>>>><
>>>>>:

m = nt + Æn

mt +
�
��2 � Æ

�
m� Æ

�
��2 � Æ

�
n+ �2A"n = ��2(E(1)E +E(2)E)

� �2A"(E
(1)E +E(2)E)

iEt �A"E + (� + i)E = n(1)E + nE(2)

: (33)

Taking into account that
�
m(k); n(k); E(k)

�
2 L1 (R+ ;E2), we note that there

exists CR such that solution (m(t); n(t); E(t)) belongs to the ball of radius CR in

E2, if
�
m

(k)
0 ; n

(k)
0 ; E

(k)
0

�
belong to the ball of radius R in E2. We note that there

exist some constants C1;R, C2;R and C3;R such that

C1;RkEk2;" � kEtk0 + knk0 + kEk0;

kEtk0 � C2;R(kEk0 + knk0 + kEk2;");

C3;RkEk3;" � kEtk1;" + knk1;" + kEk1;":

(34)

Let us take the third equation of (33) and di�erentiate it by t

iEtt �A"Et + (� + i)Et = n
(1)
t E(1) + n(1)E

(1)
t � n

(2)
t E(2) � n(2)E

(2)
t :
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Then we multiply the imaginary part of this equality on 2A"
�Et and integrate

over 
:

d

dt
kEtk21;" + 2kEtk21;" = 2=(ntE(1) + nE

(1)
t + n

(2)
t E + n(2)Et; Et)1;"

� C(kmk21;" + knk
2
2;" + kEk

2
2;" + kEtk21;"):

Similarly from the third equation of (33) follows that

d

dt
kEk22;" + 2kEk22;" � C(knk22;" + kEk

2
2;"):

And �nally we obtain from the second equation of (33) that

d

dt
(kmk21;" + �2knk22;") + Æ(kmk21;" + �2knk22;") � C(kmk21;" + kEk

2
3;"):

Summing the above inequalities and taking into account (34), we get

d

dt
(kmk21;" + knk

2
2;" + kEk

2
2;" + kEtk21;") � C(kmk21;" + knk

2
2;" + kEk

2
2;" + kEtk21;"):

Therefore

(kmk21;" + knk
2
2;" + kEk

2
2;" + kEtk21;")

� eCt(km(0)k21;" + kn(0)k
2
2;" + kE(0)k22;" + kEt(0)k21;") = 0:

This inequality implies the uniqueness of the solution of (2).

Let us prove now Theorem 1.

P r o o f. Let us de�ne �1 =
C0;1

2
and �2 =

C1;1

5
. If we assume that " � 1

from Proposition 1 we infer (10). Then we assume that " � min

(
1;
C3
1;2

C3
2;1

)
and

de�ne �3 =
C2;2

5
. From Proposition 2 we get (20). Let "0 = min

(
1;
C3
1;2

C3
2;1

;
C2;3

C3

)
.

Then Proposition 3 implies that

kmk21;" + �2knk22;" + 2�2kEk23;" � V3(0)e
��t +

C

"3
:

Taking into account this estimate, we conclude the proof of Theorem 1.

R e m a r k. We note that conditions (3) and (4) can be rewrite for the initial

domain 
" = [0; 1] � [0; "] in following way:

km0k2L2(
")
� �3; kn0k2L2(
")

�
�2

�2
"2=3+0; kE0k

2
L2(
")

� �1"
8=9+0;
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k@xn0k2L2(
")
+ k@sn0k2L2(
")

�
�3

�2
; k@xE0k2L2(
")

+ k@sE0k2L2(
")
�

�2

2�2
"2=3+0;

k@xxE0k2L2(
")
+ k@xsE0k2L2(
")

+ k@ssE0k2L2(
")
�

�3

2�2
;

and

kfk2L2(
")
�

��3

�2
; kgk2L2(
")

� �1"
8=9+0;

k@xfk2L2(
")
+ k@sfk2L2(
")

�
��4

�2"2+0
; k@xgk2L2(
")

+ k@sgk2L2(
")
� �3;

k@xxgk2L2(
")
+ k@xsgk2L2(
")

+ k@ssgk2L2(
")
�

�4

"2+0
:

Let us assume that all these functions and their derivatives are continuous on 
".

Taking into account that the square of 
" is equal to " and the power of " in

the r.h.s. of above inequalities is less then 1, we therefore infer that maximum of

absolute value of all these functions and their derivatives tends to 1, as "! +0.

It means that the set of initial conditions E 2 increase in E2 when "! 0.

Corollary 1. There exist the constants �1 and �2, small enough, such that if

f 2 H1
per, g 2 H2

per and

kgk21 + kfk
2
0 � �1; (35)

(m0; n0; E0) 2 E2 and

km0k20 + �2kn0k21 + 2�2kE0k22 � �2; (36)

then system (2) with " = 1 has a unique strong solution, which belongs to C(R;E2).

Since for �xed " = 1 we can choose the external forces and the initial data

small enough, such that conditions (3) and (4) remains true, the proof of this

corollary is trivial.
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